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Adversarial Example
Adversarial examples are indistinguishable from legitimate ones by 
adding small perturbations, but lead to incorrect model prediction.

In the black-box setting, the attacker access limited or no information 
about the target model, making it applicable in the physical world. 
Transfer-based attacks generate adversarial examples on the 
surrogate model to fool the target models.
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Adversarial Example
Transfer-based attacks
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• Ghost [Li et al., 2020] attacks a set of ghost networks generated by densely applying 
dropout at intermediate features.

• SGM [Wu et al., 2020] adjusts the decay factor to incorporate more gradients of the 
skip connections of ResNet to generate more transferable adversarial examples.

• LinBP [Guo et al., 2020] performs backward propagation in a more linear fashion by 
setting the gradient of ReLU as 1 and scaling the gradient of residual blocks.



Backward Propagation Attack
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Attacker’s Goal: Adversarial attack optimizes the perturbation by 
maximizing the objective function:

White-box attacks often calculate the gradient to address such issue: 

Assumption: The truncation of gradient ∇𝑥𝑥𝐽𝐽(𝑥𝑥,𝑦𝑦;𝜃𝜃) introduced by non-
linear layers in the backward propagation process decays the adversarial 
transferability.



Backward Propagation Attack
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Verification:
• Randomly masking the gradient decays adversarial transferability
• Recovering the gradient of non-linear layers enhances adversarial 

transferability.



Backward Propagation Attack
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ReLU: Use the derivative of SiLU to calculate the 
gradient of ReLU during the backward propagation 
process:

𝜕𝜕𝑧𝑧𝑖𝑖+1
𝜕𝜕𝑧𝑧𝑖𝑖

= 𝜎𝜎 𝑧𝑧𝑖𝑖 ⋅ 1 + 𝑧𝑧𝑖𝑖 ⋅ 1 − 𝜎𝜎 𝑧𝑧𝑖𝑖 .

Max-pooling: Use the softmax function to calculate 
the gradient within each window 𝑤𝑤 of the max-
pooling operation:

𝜕𝜕𝑧𝑧𝑘𝑘+1
𝜕𝜕𝑧𝑧𝑘𝑘 𝑖𝑖,𝑗𝑗,𝑤𝑤

=
𝑒𝑒𝑡𝑡⋅𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗

∑𝑣𝑣∈𝑤𝑤 𝑒𝑒𝑡𝑡⋅𝑣𝑣



Experimental Results
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Summary
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• To our knowledge, it is the first work that proposes and empirically 
validates the detrimental effect of gradient truncation on adversarial 
transferability. This finding sheds new light on improving adversarial 
transferability and provides new directions to boost model robustness.

• We propose a model-related attack called BPA to mitigate the negative 
impact of gradient truncation and enhance the relevance of gradient 
between the loss function and the input.

• Extensive experiments on ImageNet dataset demonstrate that BPA could 
significantly boost various untargeted and targeted transfer-based attacks.

TransferAttackBPA
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